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OV LIERARY

ABSTRACT

Project GEMINI was initiated to study the sound pressure fields in a
range-independent, benign shallow water environment. The project consisted
of five separate experiments conducted at a shallow site (~20 m), a relatively
deep water site (~60 m) and a 30 m site previously studied by Rubano (1980).
The experiments were carried out at both 50 and 140 Hz with measurements
collected on two hydrophones at each site. The resulting data set was
analyzed and compared to various acoustic propagation models approved or
under consideration for inclusion in the Navy's Ocean Atmospheric Master
Library (OAML). The following models were considered in the analysis: PE,
utilizing the OAML approved LFBL database, FEPE and SNAP. FEPE and
SNAP used a Hamilton "point" geoacoustic model as bottom model inputs.

The models show varying ability to accurately model the average
transmission loss (TL) and TL data intensity fluctuations at both frequencies.
PE was not generally effective in modeling the TL data while FEPE was only
slightly more accurate. SNAP proved to be the most successful at predicting
the average TL and TL data fluctuations. SNAP was especially accurate in
modeling TL at the Rubano site where an accurate Hamilton geoacoustic
model was derived. SNAP's in deling TL was significantly

degraded at the deep and shallow water sites, where no site-specific
Hamilton geoacoustic data existed, and the Rubano geoacoustic parameters

were used. Since the three sites were d by only a few kil the

assumption of using a single site-specific geoacoustic model over a large area

of shallow water does not seem feasible from the results of this data set.
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L INTRODUCTION

A. BACKGROUND

With the downfall of the Soviet Union and the end of the cold war, a
shift from deep water anti-submarine warfare (ASW) to shallow water
undersea warfare (USW) has been undertaken by the Navy. The threat of a
submarine attack in shallow water upon a friendly merchant vessel or
warship has replaced the threat of Soviet submarine attacks on US ballistic
missile submarines in the deep ocean. Concurrent with this shift in threats,
the U.S. Navy needs to better understand the physical oceanographic and
acoustic processes occurring in shallow, coastal waters and in particular, to
develop an accurate acoustic model for sound propagation in shallow coastal
waters.

Modern technology has allowed the development of quieter, more
capable diesel-electric submarines (such as Germany's type 209 and the
export Kilos from the former Soviet Union) which smaller countries are able
to afford and operate. The U.S. Navy is very concerned about the submarine
threat of such countries as North Korea with its numerous Romeo and
‘Whiskey class submarines, Algeria with it's two Kilo class and two Romeo
class submarines, Libya with it's six Foxtrot class submarines, and Syria
with it's three Romeo class submarines (Morton, 1993). With the recent
transfer of two export Kilo class submarines to Iran, the Navy is becoming
increasingly interested in shallow water ASW (Morton, 1993). The technical
difficulties in dealing with the rest-of-the-world (ROW) diesel submarines are



numerous. They have a low target strength and are much quieter (when not
snorkeling) than nuclear submarines. With the advent of higher capacity
batteries, the small diesel submarines are able to extend the submerged
interval between snorkel operations, thus reducing the time and opportunity
to detect a noisy snorkeling sub.

Some research efforts are now focusing attention on the development
and evaluation of shallow water propagation models which incorporate a
Hamilton (1980) sub-bottom geoacoustic "point” model to determine the

bottom loss of the overall ion loss. A Hamil

geoacoustic model presents a realistic treatment of the ocean bottom in the
vertical dimension at a single location or point. Both reflection from the
sediment-water interface and refraction through the sub-bottom are
included. The Navy currently uses the Ocean and Atmospheric Master
Library (OAML) approved geoacoustic model, Low Frequency Bottom Loss
(LFBL), formerly known as BLUG (Bottom Loss Upgrade), to model low

fi bottom i ion. This ic model was developed from

mostly deep water data for frequencies between 50 Hz and 1000 Hz and
treats the bottom as a single sediment with an acoustic basement (Etter,
1991) (see section 11 A 3 for a more detailed discussion). The bottom layering
structure in shallow water is much more complex than this and LFBL may

not be an adequate shallow water i ion at low fr ies to model

sound propagation in the sub-bottom (Holland, 1992).

In shallow water, modeling pr¢ ion loss ly means modeli

both the TL versus range curve and the TL fluctuations. Signal coherence in

shallow water is influenced by interference among propagating normal



modes which are the cause of the large range-independent TL fluctuations
frequently observed in measured TL data. In shallow water these large
fluctuations generally occur at short (1 km to 20 km) intervals. Predicting
detection ranges from deepwater figure of merit (FOM) concepts is not
meaningful when the FOM intersects the TL versus range curve several (3 to
10) times over wide (20 km) range intervals. New detection range concepts
must be developed for shallow water to account for the large (10 dB to 15 dB)
TL fluctuations along the acoustic path. The objective of this thesis is to
assess the accuracy of several propagation models using average TL and TL
fluctuations compared with measured data for several shallow water
environments. Shallow water detection range prediction concepts are not
discussed further, but provide the need to model TL range fluctuations
accurately.

Recently Lynch et al. (1991) used an inversion technique to accurately
estimate the TL fluctuations with range using data in the shallow waters off

Corpus Christi, Texas. Although this inversion technique resulted in

between flu ions in modeled and observed data, the

absolute or average TL level was not estimated well and the model estimates
were "adjusted" in level and "shifted" in range to obtain a "best fit.” Only a
limited amount of the total Corpus Christi data were analyzed (Lynch et al.,
1991) and the use of the Hamilton geoacoustic model at nearby measurement

sites was not addressed. Additionally, two major disadvantages arise in using

this inversion h. First, the i ion algorithm requires an extensive
observation program to obtain high resolution propagation measurements.

Such a requirement is not likely to be possible to conduct in a hostile shallow



water area in wartime. Second, the geoacoustic parameters derived from the
inversion technique (e.g., the vertical compressional sound speed profile of
the sedimentary layers) were in disagreement with well established
geoacoustic sub-bottom features derived from seismic surveys and other
independent geoacoustic information (Matthews et al., 1985).

These disadvantages of inversion theory suggest that it is important to
start with a geologically sound Hamilton geoacoustic model imbedded in an

accurate shallow water ion model, and i inversion theory

techniques to estimate the horizontal variability of geoacoustic properties
between Hamilton "point” model observations. In this thesis, the first part of

this technical h is add d: can ion be ly

estimated in a shallow water range-independent environment using only a
Hamilton "point” model ?
B. OBJECTIVE

The objective of this study is to compare model estimates of TL with low
frequency (50 Hz and 140 Hz) propagation data collected during the 1985
exercise, Project GEMINI, in the shallow waters near Corpus Christi, Texas.
The OAML approved, Navy standard shallow water propagation model,
Colossus 11, is considered inadequate to estimate TL fluctuations accurately
due to its empirical nature and hence was not considered in this study. The
acoustic propagation models selected for use in this study are the
SACLANTCEN normal mode acoustic propagation model (SNAP), finite
element parabolic equation (FEPE) model, and the Navy OAML standard
parabolic equation (PE) model. The comparison of the model TL estimates

with the observed TL data will result in both a comparison of the PE and



normal mode models as well as the Navy standard geoacoustic model LFBL
to a Hamilton "point" geoacoustic model. The TL and bottom loss models
utilized do not require an extensive acoustic survey of the area as is required
by the inversion technique of Lynch et al. (1991).
C. PROJECT GEMINI

Project GEMINI was a part of the Naval Electronics Systems Command
(ELEX-612) Bottom Interaction Program (BIP) initiated to investigate the
nature of the interaction of acoustic energy with the sea floor (Matthews et

al., 1985). GEMINI was intended to be a baseline shallow water experiment

as few

ities (i.e., range-ind dent sub-
bottom layering) as possible. Project GEMINI was located in shallow water
off the shores of Corpus Christi, Texas. This area is characterized by a

mildly sloping, relatively smooth bottom and horizontal sub-bottom layering,

a "benign" acoustic i ! with i ly range-ind, d
geoacoustic conditions. If the propagation models are to be scientifically
assessed and improved, they must be first evaluated in geoacoustically
simple shallow water areas before applying them to more complex shallow
water areas. If a propagation model does not perform well in the GEMINI
area, it is not likely to perform well in a geoacoustically more complex
shallow water area.

Project GEMINI data were obtained from researchers at the Woods Hole
Oceanographic Institute and the Naval Research Laboratory-Stennis Space
Center (NRL-Stennis) who performed the initial analysis of the data (Lynch

! "Benign" is defined as "an environment that is simple enough for essentially all of the
assumptions and boundary conditions of acoustic field calculations to be met.” (Matthews et
al..p. 21. 1985).

1



et al., 1991). Project GEMINI consisted of a series of five experiments. A
complete listing of date, location, bottom depth, and receiver depths of each

experiment conducted is presented in Table 1.

Table 1: A DESCRIPTION OF THE PROJECT GEMINI TEST
AREA CONDUCTED FROM 8 TO 12 SEPTEMBER 1985.

Run | Date | Water Location Description Receiver
* Depth Depths (m)
@)

1| oosms 30 27°30'N.97° 00' W Rubano site 15and 29

2 | ooums 30 27°30' N 97° 00' W Rubano site 15 and 20

3 | anoms 62 27°30' N 96° 40 W Deep site 32 and 61

s | onmims 21 27° 44N 970 00' W Shallow site 16 and 20
92185 62 277 30N, 96° 40 W Decp site 32 and 61

These experiments were conducted between 8 and 12 September 1985
with the Rubano site referring to the area previously studied by Rubano in
1980 (Rubano, 1980). Figure 1 shows the geographical location along with
bottom depth information for the entire area of interest. Notice that the deep
and shallow water sites are each less than 15 nm from the Rubano site. It

was hoped that the Hamil ic model previously developed at the

Rubano site could be used at the other two sites due both to their close
proximity and the benign geoacoustic properties of the area.

The experiment consisted of towing a narrow-band noise source (NRL
J15-3) at frequencies of 50 and 140 Hz away from a pair of hydrophones

moored at the locations given in Table 1. As seen in Table 1 and Figure 1,



50'° 96740 W

Figure 1: Geographical location of Project GEMINI
experimental sites located off the shores of Corpus
Christi, Texas (from Lynch et al., 1991).



the i was di d at three diffe t test sites: a relatively deep

site, a shallow site, and the Rubano site. Figure 2 is a schematic of the
experimental set up. The two receivers were placed midway in the water
column and approximately 1.5 m above the bottom, respectively. Sound
speed profiles were determined from CTD casts taken daily during the period
8-12 September. A Neil Brown, internally recording CTD was used to conduct
the CTD casts and in most cases readings were taken on both the down and
the up cast. Two weeks prior to the experiment, Hurricane Elena swept
through the Gulf of Mexico and as a result the water columns for the three

sites were fairly well mixed (Lynch et al., 1991).

Redar Renging System Preasuce
N\ ((' Releane
' Surface
Surface Buoy
Feceiver 2
Z=15m
= 1545 min
¢ = i0gme Receiver |
Z=9m
T NS 77 NN 7777 N\ 77T
Horizontally Stratifed Bottom

Figure 2: The experimental geometry for Project GEMINL
The depths indicated are for the September 9 experiment
conducted at the Rubano site (from Lynch et al., 1991).



II. ACOUSTIC MODEL SUMMARY

Propagation models used to estimate TL in shallow water will be
discussed briefly in this section. No attempt will be made to describe each
model and its applications in detail. The parabolic equation (PE) and the
finite element PE (FEPE) models are discussed in Section II A. A
development of normal mode theory and the isospeed/hard bottom problem is
presented in Section IT 2a. This is followed by a brief comparison of LFBL
and the Hamilton geoacoustic model. The sound speed profiles and the
bathymetry of the GEMINI test site areas are shown in the last part of
Section II.

A. TRANSMISSION LOSS (TL) MODELS

1. Parabolic Equation (PE)

The derivation of the parabolic equation begins with the reduced

wave equation or Helmholtz equation:

& ¥ 20 =
{;}7+[F+kn jl}\;(r.z)»o [6Y)
=&
n « @)
Ro= )
c.

where 1 is the refractive index, k. is the wave number, ¢ is the reference



sound speed. The second order differential operator in Eq. (1) is factored into

two first order complex operators using the following identity:

@ +b*) = (a + jb)a — jb) @

by setting

®)

The Helmholtz equation is then rewritten into the following form:

o (¢ ) To 2o ]y - .
[$+j[§+kn]:|[ar j[az,*'kll]}b 0 (V]

Backward Forward
Propagating Proy

ating
Encrgy Ene

Next, consider only forward propagating energy where the wave equation
(Eq. 1) has been reduced to a first order partial differential equation in the
range (7) variable, but a "non-sensical" (i. e., mathematically undefined)
square root operator of a second order derivative in the depth variable (2) is

introduced:



[©)]

The undefined square root operator can be expanded in a Taylor Series by

rewriting Eq. (8) in the following form:

82"

[ 81 + k"n”] : =[ 6” +RkEnE = 1) + &
az°

=k,[1+i_ +(nz—1)]_ 9)
K
The square root operator in Eq. (9) can be approximated by
v1+x=1+.;‘- x<<1 10)
where x is defined as:
x=ld oo, an
a2)




is now well defined (where vwl + e is not) and the parabolic equation can
2F

now be written as:

13y

The price to be paid for the PE approximation is that large source angles are

not well modeled. More terms can be retained in the expansion for /1 + x,

but the time to p the solution i igni ly with the number

of terms calculated in the Taylor series. Thus, the Navy standard PE is valid
in deep water only where high source angle energy is not important at long
ranges. The parabolic equation can be solved efficiently for range-dependent
environments (Etter, 1991). The split-step algorithm developed by Tappert
(1977) has the advantage of being able to determine the acoustic pressure at
each range step. This makes the PE easy to interface with range-dependent
environments (sound speed, bathymetry, and geoacoustic variations) (Etter,
1991).

a. Finite Element Parabolic Equation (FEPE)

The finite element parabolic equation (FEPE) model is a
numerical solution to the PE equation for sound propagation in an ocean
overlying a sediment that supports only compressional energy propagation in
the sub-bottom. FEPE is based on very efficient algorithms and solves the
second order parabolic partial differential equation based on a Pade' series
approximation (Collins, 1991) of the square root operator (see Eq. 8 through
12) in the parabolic equation. While the split-step PE model is confined by

12



115

to pre ion angles less than + 40° from the

horizontal, FEPE can calculate angles up to + 89° when seven Pade’ terms
are used. FEPE can handle large variations in sound speed, density, and
bathymetry, unlike the split-step PE. These features make FEPE an
attractive candidate for shallow water modeling where high angle
propagation paths are an important part of the total transmission path. Thus
it is utilized in this study to model sound propagation for the GEMINI site
with a Hamilton "point" geoacoustic model for the three sites developed as
FEPE inputs.
2. Normal Mode Model
a. The Normal Mode Solution
The normal mode solution is a complete solution to the wave
equation and avoids the limitations inherent to the parabolic approximation.
For the simple case of an isospeed sound speed profile and a hard bottom the
normal mode solution consists of a series of characteristic functions which
vary with depth (z), known as normal modes, each of which is a solution to
the wave equation. The normal mode functions are multiplied by the range
solution to the wave equation and summed to satisfy the boundary and
source conditions under consideration (Urick, 1991). The present discussion
provides a simple derivation of the normal mode solution for the environment
above using the technique of separation of variables and are developed in
this chapter for the range-independent environment only. The purpose of
deriving the solution for a simple environment is to illustrate general

characteristics of the normal mode solution explicitly that are present

13



implicitly in more complex envi s iri ical methods to

solve the partial differential equations with boundary conditions.
The following discussion is based upon material derived from Porter (1991).

Starting with an idealized, symmetric, range-ind d

acoustic waveguide, given a sound source within this layer the solution is
governed by the acoustic wave equation:
5(z — 2,)8(r)

1 1 - _ oz — z,)olr)
V{7 g 0t D

where P(r,z,t) represents the acoustic pressure as a function of depth (z),
time (1), and range (). Also, s(t) is an isotropic point source located at depth
z =z, and range r =0, c(z) is the sound speed, and p(z)is the density.
Assuming that the ocean surface is a pressure release surface and that the
bottom (at a depth D) is a perfectly reflecting rigid boundary. the following

boundary conditions apply:

P(r,0.t) =0,

EE(V,D,I) —o, (15)
3z

The hard or rigid boundary is an approximation to the ocean bottom used
only to derive analytic solutions to the wave equation that illustrate
characteristics of the normal mode solution. A better approximation is that of
a layered geoacoustic, elastic boundary used in all later TL calculations for
GEMINI data. In addition, it is required that



P(r,z,t) - zero for outgoing waves as r > o. (16)

Asi idal time d d is d which leads to a pressure field with

the time-dependence:

P(r.z.t) = plr.z)e™". an

Substituting this equation into the wave equation (Eq. 14) results in the

Helmholtz equation, or the reduced wave equation:

—8(z — 2.)8(r)

27r (18)

1o
raor\ or

Using the technique of separation of variables a solution of the unforced, or

free field, equation (without the source) is obtained in the form:
p(r.2) = Z(2)R(r). (19)

Substituting Eq. (19) into Eq. (18) for source free space leads to the following

equation:

1|1 3( R 1 a1 8z _ 8z —2,)8(r)
E[? 5[’ ?ﬂ * E{"“z) =@ T] * cﬂm] =T, @@

The first term within the first square bracket is a function of r only and the

term in the second square bracket is a function of z only. To satisfy Eq. (20)

15



both components are set equal to a constant. Representing this separation

constant as k*, the modal (z dependent) equation is obtained:

_d*[idZ(z @
d plz) dz (

=2(p)=o. @1

This is an example of a classical Sturm-Liouville eigenvalue problem and the
properties of this equation are well known. Assuming that p(z) and c(z) are
real functions, there exists an infinite number of solutions (normal modes) to
the modal equation (Eq. 21) which are represented by a normal mode
function, Z, (2), and a horizontal propagation constant, %, . The propagation
constants (k, ) are all distinct eigenvalues and the function Z, (2) is the
corresponding eigenfunction. The mth mode consists of a function that has m
zeroes in the depth interval between 0 and D . All the corresponding

eigenvalues are real and are ordered such that &7 >k > ---. It can also be

shown that all the eigenvalues are less than w/c, where c,, is the
minimum sound speed in the water column. The normal modes or
eigenfunctions of the Sturm-Liouville problem are orthogonal if scaled by the

density in the water column:

?Z"‘(Z)Z‘(z)

dz=0, form # n 22)
y ol2)

16



To simplify the derivation further, assume that the modes are orthonormal or

normalized so that

1ziz)
! ) dz=1 23)

With this scaling, the modes form a complete orthonormal set and hence the
name "normal modes" follows. A complete set means that any arbitrary
function can be expanded in a series of all the normal modes. The pressure

field can then be written as

plrz) = ;R )z, (2). 24)

where the range functions R, (r)are, as yet, not determined. Substituting

this expression for pressure into Eq. (18) yields:

roorlp(z) or

5 {Mat roR, ]Z,,(z)

olz) dz @5)
which simplifies to the following equation:
b [1 s ( 3R, ))z,,‘ (&) + 2R, Zm(z):| - Mle—z) @6
A |rar ar 27T



The next step is to multiply the operator

Z(2) -
e dz @7

(o

°

to both sides of Eq. (26). Applying the orthogonality property (Eg. 23), the

following equation is obtained:

(=2
The solution to Eq. (28) is a Hankel function of the first kind:

R(r) = ﬁ Z,(2)H (). (29)
The full normal mode solution for the pressure field is given by;

plr2) = ﬁi‘ 2,(2) 2, () HE (1), 6o
and using the asymptotic approximation to the Hankel function,

H(k,r) =m B

the approximate solution for the pressure field is given by:



olr, =ﬁ e Y Z,(2.)Z,(2) 32,
) olz,)yfBrr E N ®2
This ion r the complex field and the magnitude of
p(r,2) transmission loss (TL) and is given by the following equation:
TL(r,z) =-2010g[1,](r—'z). (33)
plr=1)
where
i e
pr) =" (34)
4wr

is the pressure for the source in free space. Finally transmission loss can be

expressed as:

TL(r,z) ~~20 logiﬂ é e W ACREAC e @5

b. The Isospeed Problem

A specific normal mode solution for the boundary conditions

given in the previ section is obtained by ing that the sound speed ¢
and the density p in the water column are constant. The general solution to

this problem is

Z,(z) =Asinyz + Bcosyz, (36)



where

37

The boundary conditions given in (Eq. 21) lead to:

AycosyD =0, (38)

where D is the bottom depth. Since A = 0 represents the trivial solution, the

solution must be:

yD=(m+3Hr, m=12,.., (39)

k must assume the particular values given by

m=12,.. (40)

with the corresponding eigenfunctions, or normal modes, given by

12 siny,z. @1

Z,(2) = \D

Equation 40 gives the modal wavenumber %_ as a function of frequency « and
is known as the dispersion relation. Substituting Eq. (41) into Eq. (31) one

obtains a representation for the complex pressure field:
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plrz) = ng ismly“ sin(, 2)H (k, 7). (42)

The magnitude of pressure is given by

1 \‘— Ecm(n 2,)sin{y,z )%‘ 3)

|plr.2) =

This leads to the following equation for TL:

plr.z)

TL(r,z) = —Zologﬁ

(CS]

Although the "hard bottom" boundary condition is not a good assumption for
the GEMINI area, this solution is used to represent an "optimistic upper
bound" for transmission loss in the GEMINI test area. The individual model

data comparisons are shown in Section III.

3. Low Frequency Bottom Loss (LFBL) vs. Hamilton
Geoacoustic Model

For low f (<300 Hz) pr ion in shallow water the

energy propagation through the sub-bottom layers becomes significant.
LFBL, formerly called Bottom Loss Upgrade (BLUG), is the Navy's OAML-
approved database used to describe the acoustic reflection and sub-bottom
refraction characteristics of the ocean bottom for frequencies of 50 to 1000
Hz. Ten geoacoustic inputs are used in LFBL to describe the sub-bottom

propagation environment as shown in Figure 3. LFBL contains a thin
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surficial or "stainless steel" layer, a fluid sediment layer of variable
thickness, and a reflective sub-bottom half space (Holland and Muncil, 1992).
Figure 3 illustrates an example of a typical LFBL bottom/sub-bottom.

waren |

Water Depth D
Density p. | Thin Ls
ayer
i Thickness d
Densits Profile \ s
SEDIMENT N A \ Atenuaiion
— - \ Profle
Sound Speed o
s,a\m.n'|n,«h\.;f,i Profile ¢,@) \ %
BASEMENT

Figure 3: A typical LFBL bottom with a "stainless steel"
thin layer (from Holland and Muncil, 1992).

LFBL is based upon a simplified model of the bottom sediment
and, as stated previously, the ocean bottom layering is much more
geoacoustically complex than assumed by this model. A full or exact
geoacoustic model is needed to adequately model the ocean sediment in
shallow water environments where there is significant energy propagating
through the bottom. Hamilton (p. 1313, 1980) defines a geoacoustic model as:

a model of the real sea floor with on extr 3

and predicted values of those properties important in underwater

acoustics and those aspects of geophysics involving sound t:

In general, a geoacoustic model details the true thicknesses and

22



properties of sediment and rock layers in the sea floor. A complete model
includes water-mass data, a detailed bathymetric chart, and profiles of
the sea floor (to obtain relief and slopes).

Table 2 lists the ten LFBL parameters required as model inputs.

TABLE 2: DESCRIPTION OF LFBL PARAMETERS

PARAMETER UNITS
Ratio of sediment sound 1o water none
sound speed

Thin layer thickness ‘

Thin loyer density

Sediment surface density

Sediment sound speed gradient at

the imterface
Surface attenuation dBimkilz

Attenuation gradient (constant) dB!m ikl m
Attenuation exponent none

Bascment reflection coefficient none.

Twoway travel time B

A realistic treatment of the sediment bottom should include all of
the sediment layers present in the area of interest. Figure 4 shows a more
accurate depiction of the sediment bottom. This more accurate representation
of the ocean bottom is called a Hamilton geoacoustic "point” model where the
geoacoustic properties are range-independent. A description of the
development of the geoacoustic model used for the GEMINI area is discussed

in Section II1.
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Figure 4: A more realistic depiction of the ocean bottom,
geoacoustic environment.



B. THE GEOACOUSTIC MODEL FOR THE GEMINI AREA
1. Background

A full Hamilton geoacoustic model is developed in this section in
order to compare SNAP and FEPE model estimates of TL to measured data
in the GEMINI area. The Navy standard PE model with LFBL will also be
used to estimate TL for comparison purposes. The Hamilton and LFBL
geoacoustic models are incorporated into the propagation models as specified
above and TL model estimates are compared to measured TL data to show
the relative accuracy of the two geoacoustic models.

A preliminary assessment of the Rubano test site area was
conducted by Matthews et al. (1985). In this assessment a Hamilton
geoacoustic model of the Rubano site was developed using historical
environmental data as well as the most recent seismic surveys of the test
area (Berryhill and Tippet, 1981). Based on this pre-assessment and study of
the regional seismic stratigraphy of the Rubano test site area, Matthews et
al. showed that the local lithology consists of a Holocene silty clay sediment
over a very fine sand, late to early Wisconsin sediment layer. Table 3
presents a simplified geological time scale to be used as a reference.

Since one of the basic prerequisites for the GEMINT experiment
was for a smooth, nearly flat environment, the assumption is made that the
geoacoustic model developed by Matthews et al. (1985) (and discussed here)
can be extended to the other two test site areas, i.e., the deep and shallow
sites, with reasonable confidence. Figure 5 shows clearly the range-
independent, nearly horizontal sediment layers characteristic of the Corpus

Christi coast line. This requirement for a benign area was critical in the



al area. The d

of the

tic model

lection of this exp:

for the Rubano site follows.

Table 3: GEOLOGIC TIME SCALE FROM THE QUATERNARY

PERIOD (FROM MATTHEWS ET AL., 1985).

Quaternary

Pleistocene

Mid 1llinoian
Early Hlinoian
Yarmouth

Kansan

PERIOD EPOCH GLACIAL STAGE SEA LEVEL
Holocene Transgremsion
Late Wisconsin Regression
Mid Wisconsin Transgression
Early Wisconsin Regression
Sangamon Transgrosion
Late lllnoian Regression

Transgression
Regression
Transgression

Regression

Aftonian

Nebraskan

Transgression

Regression

Tertiary

Pliocene
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Figure 5: High resolution seismic reflection record across the
continental shelf of Corpus Christi (from Matthews et al., 1985).

2. Devel of The G ic Model

a. The Holocene Sediment Layer

The Holocene sedimentary sequence was shown by Matthews
et al. (1985) to have a two way travel time of 23 ms. According to Hamilton
(1980) in shallow water this should relate to a silty clay sediment having a
density of 1.421 + 0.015 g/cm® and a relative sound speed 0.994 + 0.002.
The relative sound speed is the ratio of the surface sediment sound speed to
the sound speed at the bottom of the overlying water column.

The Naval Oceanographic Office NAVOCEANO) and other
researchers (Rubano, 1980; Ross et al., 1978) conducted an experiment
during which 16 gravity core samples were collected in the Rubano test site
area. Their analysis indicated a mean density of 1.557 g/cm®and a mean
relative sound speed of 0.987. Based on the NAVOCEANO data, Matthews
et al. (1985) chose to use this site specific data to develop their geoacoustic

model.



The compressional sound speed as a function of depth in the

sediment layer for silty clay was calculated from Hamilton (1980) using the

foll

g linear r

=Ss(.987) + 1.3s7(D) [C5))

where V” is the compressional sound speed in m/s, Ss is the sound speed at
the bottom of the water column (the water-sediment interface) in m/s and D
is the depth of the sediment layer below the sea floor in meters. The
thickness of the Holocene layer does not exceed more than a few tens of
meters. As a result, the higher order terms (not shown) of the linear
regression equation (Eq. 45) used to calculate compressional sound speed
make very small contributions to the sound speed in this sediment layer and
are therefore neglected (Matthews et al., 1985). The sound speed regression
equation (Eq. 45) is therefore a linear function of depth below the sea floor.
The sound speed at the bottom of the water column greatly
effects the sound speed in the first few meters of the bottom sediment. If a
periodic thermal fluctuation is applied to the water-sediment interface, a
thermal wave will propagate into the sediment. The amplitude of this wave
will decay exponentially below the water-sediment interface and the
temperature fluctuations will oscillate around a relatively stable geothermal
gradient. This geothermal gradient is a function of sediment thermal
conductivity and heat flow (Matthews et al., 1985). Lee and Cox, (1966) have

shown that these thermal oscillati can be d to ially cease by

a depth of approximately 3 m where the level of thermal stability is reached.
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In this study, Matthews et al.(1985) assume a depth for thermal stability of
2.5 m. This is reflected by incorporating a negative sound speed gradient in
the sediment until a depth of 2.5 m. The sound speed profile follows that of
Eq. (45) after the initial 2.5 m to a depth of 47.8 m.

The sediment density as a function of depth below the sea
floor for a silty clay bottom was calculated from Hamilton (1978). The
sediment density is considered a linear function of depth below the sea floor.

The following equation was used to calculate the sediment density:

_ 1135 (Ss)
1000

—0.155, (46)
The regression constant (0.155) was adjusted to match the mean surface
density of the 16 NAVOCEANO sediment coring samples.

The sound attenuation coefficients were calculated from
Hamilton (1976) and proved to be the most unreliable of all the acoustic
estimates. Assuming that the sound attenuation (dB/m) is linearly
proportional to the acoustic frequency (kHz), the proportionality constant &2
is estimated using the sediment porosity and the mean grain size (Matthews

etal., 1985). A ding to Hamilton (1980), the sedi porosity and the

mean grain size for silty clay are 75.9% and 8.52 ¢, respectively. Similar
experiments in deep-water with the same sediment type indicate much lower
values for sediment porosity and mean grain size (Mitchell and Focke, 1980).
@ Proportionality constant k: o = kf".

@ Wentworth scale: ¢ = log, mm = (— log,,mm /log,, 2). where mm = grain size in
mm.
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Matthews et al. chose to use values for sediment porosity and mean grain
size between those determined by Hamilton and those values indicated by
Mitchell and Focke. Specifically, these values correspond to the lower error
bar values of sediment porosity and mean grain size determined by Hamilton
(1980). The proportionality constant used for the lower error bar value (8.0 ¢)
is 0.03 dB/m/kHz. This value is used for the Holocene sediment layer.

Both Hamilton (1980) and Mitchell and Focke (1980) have
shown that attenuation (for silty clay) increases with depth below the sea
floor for several hundred meters. The attenuation profile was determined
using Hamilton techniques (1980) and is shown in Table 4. The linear

regression equation is as follows:

a =0.030 + 0.0016 (D) “n

where o is sound attenuation given in dB/m/kHz and D is defined as before.

Table 4 indi large steep i in ional wave

speed (V,), density (p), attenuation («), and shear speed ( V) at the
Holocene-Pleistocene interface (47.80 m). This sharp interface along with the
water-air interface combine to form a well defined waveguide.

The shear wave speed was calculated from Hamilton (1980)

using the following regression equation:

v, = 3880 o 8)

‘ 1000
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Table 4: GEOACOUSTIC MODEL FOR THE RUBANO
EXPERIMENTAL SITE CONDUCTED 8 SEPTEMBER 1985 OFF
CORPUS CHRISTI, TEXAS (FROM MATTHEWS ET AL., 1985).

Material Depth (m)  V, (uws) slelemd) ot V, aws)
Sea Surface 1o 00 00
10 00 00
e 0o 0o
10 00 00
10 00 00
10 00 00
10 00 00
10 00 (1]
10 00 00
10 00 00
10 00 00
I 00 00
10 00 00
10 00 00
10 00 00
151198 10 00 0o
Sea Water 1545.00 10 00 0.0
51501 10 00 00
1515.05 10 00 00
15607 10 00 00
151500 10 00 00
151511 10 00 00
154513 10 00 00
154516 10 00 00
156517 10 0o 00
156519 10 00 00
10 0o 00
10 00 00
10 00 00
00 0o
Water-sediment interface 00 00
16588
15,13
15791
Holocene silty clay 17037
183,19
19562
5 20841
15391 22086

@ a = attenuation coefficient given in dB/m/kHz.
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Material Depth (m)  V, (ws) p(glemd) o V, (m/s)

Holocene-Fleistocene 4790 181 0288 43589
181
181
185
185
185
186
186

boundary 5030
52.80
55.30
5780
Late Wisconsin very fine 6030
sand 6280

Late Wisconsin 8030
parameters extended to 8530
approximate mid and 9030
early Wisconsin sediments. 9530

where V. is the shear wave speed in m/s, and V, is the compressional wave
speed in m/s. This equation was used for both the Holocene and the late
‘Wisconsin sedimentary sequences.
b. The Wisconsin Sediment Layer

Matthews et al. (1985) have shown that the late Wisconsin
sediment layer is composed of very fine sand. According to Hamilton (1980)
this sediment type in shallow water should have a density of 1.77 g/cm* and
a relative sound speed of 1.080. Hamilton (1976) has shown that the
compressional sound speed increases at a rate depending on the nature of the
sediment (1976). Matthews et al. (1980) estimated the compressional wave

speed at the top of the late Wisconsin sediment layer to be 1737.1 m/s. This

ttenuation coefficient given in dB/m/kHz.
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value was estimated by comparing the lithostatic load corresponding to the
Holocene-Pleistocene boundary (17.5 m depth) to a similar lithostatic load at
the appropriate depth for the late Wisconsin sediment layer. Table 4 gives

values for ional sound speed calculated from Hamilton (1976) by

Matthews et al. using an initial value of 1737.1 m/s as discussed above. The
density and sound attenuation were calculated as a function of depth below
the sea floor according to Hamilton (1980) using an initial intercept value of
0.177 for density. Equation (48) was used to calculate shear speed (V) for the

late Wisconsin sedi ary as indi

d in the previous section.

C. SOUND SPEED PROFILES AND BATHYMETRY OF THE
PROJECT GEMINI TEST SITE AREA

CTD casts were conducted daily during the GEMINT experiment and in
some instances twice a day. The acoustic models analyzed in this study
utilized the sound speed profiles derived from these casts. Figures 6-8 show
the sound speed profiles for the Rubano, deep, and shallow water sites,
respectively. Figure 9 presents the bathymetric profiles along the
propagation radials at each of the three sites.

A preliminary i al of the GEMINI area was

conducted by Matthews et al. (1985) and preliminary acoustic studies were
based on this assessment. This study utilizes the results reported by them
but are modified using the in-situ environmental data.

Two weeks prior to the commencement of the experiment, hurricane
Elena passed through the Gulf of Mexico which caused the water column to

become fairly well-mixed. This is evident in Figure 6 which suggests an
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Sound Speed Profiles for the Rubano Site
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Flgure 6: Sound speed profiles for the Rubano site

d 8 and 9 ber 1985. The solid line
represents the downcast and the dotted line
represents the upcast. The casts were taken 32 hr
apart.

essentially isothermal water column to 30 m depth for the 8 September
profile. Thirty-two hours later the upper 10 m shows signs of warming (9
September profile). The deep site (Figure 7) shows the presence of isospeed
water to approximately 42 m overlying a low speed (low temperature) bottom
layer approximately 10 m thick resulting in a thermocline gradient of
—0.789 s~' for the 10 September profile. Two days later the 12 September
profile shows a slightly weaker thermocline at 41 m depth. The shallow site

(Figure 8) was visited once and only one CTD cast was obtained. The sound

34



Sound Speed Profiles for the Deep Site
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Figure 7: Sound speed profiles for the deep site

experi d d 10 and 12 ber 1985. The
solid line represents the downcast and the dotted

line represents the upcast. No upcast data were obtained
on 12 September. The casts were taken 47 hr apart.

speed profile for the 11 September experiment indicated isothermal
conditions over the entire water column (21 m). Bathymetric information was
also determined with a high degree of accuracy along each propagation path
(Figure 9). It is clear from Figure 5 (Section II B) and Figure 9 that the
requirement for a flat, horizontally layered bottom was met. Figure 9
indicates that the bottom is mildly sloping at all three test site areas. The
Rubano site had an average bottom slope of 0.0351° for the 8 September
experiment and the average bottom slope for the 9 September experiment

was 0.0439°.
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Sound Speed Profile for the Shallow Site

Depth (m)
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Figure 8: Sound speed profile for the shallow site
experiment conducted 11 September 1985 at 1045 CST.
The solid line represents the downcast and the

dotted line represents the upcast.

The deep water site showed an average bottom slope of 0.0601° for the 10
September experiment and the average bottom slope for 12 September was
0.0542°. The shallow water site showed an average bottom slope of 0.0176°.
The bathymetry varies only slightly (i. e., all bottom slopes << 1°) with
range.

The SSP's varied each day from site to site but one can assume along a
propagation path little change is experienced in SSP (based upon an average
of the upper 20 m of all profiles). It is clear that the GEMINI test site area is

1 ind d
4
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Figure 9: Bathymetry profiles for the three sites
visited on 8-12 September 1985.



D. MEASURES OF EFFECTIVENESS (MOE) FOR EVALUATING
SHALLOW WATER TL PREDICTIONS

The figure of merit (FOM) approach to estimating detection range in
deep water has a clear and useful interpretation and has been widely
accepted and long used by the Navy ASW community. As Figure 10 shows,
an FOM results in a direct path detection range and the range to one or more
convergence zones. There is little or no ambiguity in identifying these
detection ranges because fluctuations in the TL curve generally occur in the
"shadow zone" between the direct path and CZ due to bottom interactions at
TL levels well below realistic FOMs. For an FOM of 70 dB the direct path
detection range is approximately 15 km and only 1st CZ detections are
permitted (Figure 10a).

In shallow water large fluctuations in TL curves are routinely
observed due to frequent, often periodic, interactions with the sea floor.
Fluctuations of 10-15 dB, such as experienced in the GEMINI data analyzed

in this thesis, occur throughout the typical direct path detection interval

causing signifi bl in the i of deep water FOM concepts

to estimate detection range. This is illustrated in Figure 10b which shows, for
an FOM of 65 dB and TL fluctuations on the order of 10 dB to 15 dB, that no
clear cut direct path detection range is obvious. Many intersections of the

FOM line occur due to the infl of the many multipaths or normal modes

interacting with the bottom, sub-bottom, and ocean surface. The modal or

interference pattern can be shifted in range or amplitude due to small
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Figure 10: Use of the figure of merit (FOM) for detection range
estimation in (a) deep and (b) shallow water.

changes in the sound speed profile, bottom geoacoustic properties and source
and receiver position.

Therefore, some MOE is needed in the shallow water case to determine

how "well" or "poorly" a model esti of TL with d data.
An ASW approach, rather than a basic TL modeling research approach, is
adopted in this thesis due to the thesis objectives. For shallow water
situations we propose that the detection range be determined by the reverse
of the deep water procedure. That is, imagine the FOM line is drawn from
right (long range) to left (short range) on Figure 10 and label the first or
longest range at which the TL and FOM line intersect as the "initial
detection range." Proceeding farther to the left (towards shorter ranges) on
the FOM line, one may encounter a range interval, which can be large
compared to the initial detection range, during which the signal fades in and
out. For a slow speed ROW diesel in shallow water and a slow speed ASW

platform closing upon each other, transitioning through the fade periods can
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last a long time (upwards to 30 min or longer). For a submarine in an
approach and attack phase or a P-3 in the localization and kill phase of an

ASW threat a 30 min period of repeated loss and regain of contact is

p unless the TL fl i can be esti d accurately to give
the simple message "just keep closing the target/receiver range.” Thus, itis
desired that for shallow water operations the TL model predict both the
"initial detection range and fade interval" (see Figure 10) and estimate the
"constant holding detection range" inside which of there are no more signal
fades.

Since the objective of this thesis is only to assess the performance of
several widely used TL models to simulate the TL measured in the GEMINI

experiment and its range inds d 1 i the FOM

approach to detection range estimation in shallow water described above will
be used only to guide the selection of MOEs for model TL estimates. For this
purpose the following two MOEs are adopted in this thesis:

MOE Purpose

1. Range averaged TL  Accurate estimates of range averaged TL
or "average TL" are necessary to estimate detection range
intervals as illustrated in Figure 10.

2. TL fluctuations Once the range averaged TL has been
estimated accurately by a TL model, an
accurate estimation of the TL fluctuations
about this average will allow assessment of
signal fade and holding periods illustrated in

Figure 10.
A TL model is not expected to exactly retrace the observed or measured
propagation loss without error to be idered as 11 i
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However, the TL model is expected to agree with the observed TL when both
are range averaged (eyeball averages are used in this thesis). As a secondary

characteristic, the number and magnitude of TL fluctuations are expected to

be modeled ly. For le, if the d data demonstrate 12

TL peaks (and nulls) over a given range interval that average 11dB (peak to
null) in magnitude and the model estimates 25 TL peaks (and nulls) of 4 dB
average peak to null magnitude, then the TL fluctuations are considered to
be poorly modeled even though the range averaged TL may be modeled
accurately. If there are approximately the same number of peaks with the
same average peak to null magnitude in both model and observed data sets,
but the fluctuations occur at slightly different ranges, then the TL model is

still assessed to pexform well for the purposes of this thesis.
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III. SHALLOW WATER TL CHARACTERISTICS IN A RANGE
INDEPENDENT ENVIRONMENT USING PROJECT GEMINI
TL DATA AND ACOUSTIC MODEL ESTIMATES

In deep water the average value of TL at low frequencies and ranges
less than 5 km can be approximated by spherical spreading to ranges of a few

kilometers followed by cylindrical s h ft ing a range of

2 km for the transition from spherical to cylindrical ding for of

illustration, deep water, short range TL is plotted on Figure 11a. Some
characteristics of TL at 140 Hz in the shallow water GEMINI area are also
illustrated by Figure 11a. First, the initial spreading loss in shallow water is
much less than it is in deep water and overall propagation is far better at
short ranges and low frequencies than it is in deep water. Second, although
bottom attenuation is greater in shallow water than in deep water, the
average TL increase with range is only slightly greater than cylindrical
spreading resulting in better overall propagation at low frequencies in the
GEMINTI area out to 5 km than could be expected in a typical deep water
environment. Third, the TL fluctuations with range can be 10 dB to 20 dB
and occur at very short range intervals (e.g., 300 m) while deep water
fluctuations at short ranges are typically very small.

The impact of the above three contrasting characteristics of shallow and
deep water TL can be illustrated in Figure 11a by discussing the impact on
detection of a quiet diesel submarine at short ranges. Assuming an FOM of
55 dB, in deep water one could expect a direct path detection range of about
700 m (0.7 km) with no further detection opportunities thereafter unless an

unusually strong convergence zone was present near 60 km in range. In



shallow water the situation is signi ly diffe Multiple di

opportunities are present to 5 km (the limit of measured GEMINI data) and
probably beyond, but the very large TL fluctuations due to normal mode
interference will cause very short holding periods interspersed among total
fade periods at "normal mode nulls." From Figure 11a an FOM of 55 dB
would imply constant holding only for ranges less than approximately 750 m
(0.75 km), but over 15 short holding periods between 0.75 km and 4.2 km.
For a tactical approach with a closing range rate of 6 knots, these 15 holding/
fade periods occur within 20 minutes. To say that this will cause havoc in
obtaining a firing control solution is a dramatic understatement, because
sonar operators on board most surface and submarine platforms require
much longer holding times to obtain target range, course, and speed
estimates that are accurate enough to permit weapon launch. It seems
obvious that new tactics will need to be developed to exploit shallow water TL

h i For example, ining within the range bin of a "normal

mode TL peak" for an extended period (several minutes) of time may be
desirable to provide sonar operators enough time to provide accurate target
range, course, and speed estimates. Although the objectives of this thesis are
not directly related to shallow water tactics, it is emphasized that it is
extremely important to model the TL fluctuations in shallow water, as shown
in Figure 11a, in order to provide useful input to Navy shallow water tactical
development. The deep water concept of 50% probability of detection range is
not useful in shallow water areas like the GEMINI exercise area.

To measure the impact of bottom reflection loss and sub-bottom

refraction loss in the GEMINI data, a TL curve for an isospeed, perfectly
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reflecting bottom at 140 Hz for the Rubano site (30 m depth) is shown on
Figure 11a as an optimistic upper bound for TL. The difference between this
curve and the observed GEMINI TL curve shows that indeed a significant
bottom loss component is present and must be adequately represented in any
predictive model.

The preceding discussion has shown that propagation in shallow water

is highly variable at low frequencies and, compared to deep water TL, is a

a2

balance between reduced loss and i d bott b-bottom
losses. The remainder of this section investigates data and model estimates
at three shallow water sites that are separated by approximately 12 nm. It
was hoped that the Hamilton geoacoustic model, developed for the Rubano
site, could be successfully used at the other two sites since the GEMINI area
was selected based on its apparent geoacoustically benign (range
independent) character. In fact, it was hoped that LFBL could be used to
accurately model the GEMINI TL data. However, based on this analysis the
TL data was found to be very sensitive to the Hamilton geoacoustic
parameters at each site and a major conclusion of this thesis is that site
specific Hamilton geoacoustic models are needed for sites as close as 12 km
from one another, even in a benign, nearly range independent geoacoustic
environment. A follow on study (Null, 1994) is addressing the resultant
improvements in TL modeling when site specific geoacoustic models are
developed for the three GEMINT sites and the use of inversion theory when
detailed geoacoustic information is not available about the shallow water

area of interest.
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Figure 11b shows that the TL at 50 Hz exhibits less fluctuation than at
140 Hz (Figure 11a) because fewer normal modes are present to contribute to
the interference pattern at 50 Hz. The overall rate of loss is slightly greater
at 50 Hz than 140 Hz. The isospeed, hard bottom wave guide exhibits no
modal interference patterns as at 140 Hz because the 50 Hz is well below the
cut off frequency that can efficiently propagate in the 30 m channel.

Acoustic pressure data were collected at the three GEMINT sites from 8-
128 ber 1985 as previously di: d. The d TL data were

compared to the acoustic model estimates for each individual site visited. The
Rubano site was visited on 8 and 9 September. The deep water site (deep
relative to the Rubano and shallow water sites) was visited on 10 and 12
September and the shallow water site was visited on 11 September.

The pressure field at the Rubano site was measured at very short
ranges from the source (3-12 m) and found to approximate spherical
spreading, on the average, at these short ranges. Using this spherical
spreading assumption, a pressure magnitude of (3.2654 pPa) was
determined at 1 m and this value was used at all three sites. Several
measured values at different (but nearby) ranges were used to insure that a
normal mode null or peak did not bias the source level estimate. If the level
was changed inadvertently during the experiment, there would be a bias
between the measured TL data and model estimates. Since no obvious bias
was seen in the model/data comparisons, this permitted the source level
calculated at the Rubano site to be used at the other sites as well.

In the analysis that follows the TL range fluctuations due to modal

interference for each site are also discussed. The WHOI inverse technique TL
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results (Frisk et al., 1991) are also presented but the exceptionally good
results they obtained were partially a result of moving the measured TL data
vertically and "aligning" the TL data with horizontal range shifts to obtain a
"best fit." Since this analysis is focused on assessing various TL models for
accuracy, absolutely no shifting of the data up or down, left or right was
permitted. In the Navy's use of TL models for sonar performance prediction,
the model must estimate TL without prior knowledge of how to "shift" the TL
estimate. The focus of the di ion will be on ing the bility of

each TL model to estimate the average TL and the TL fluctuations in shallow
water at 50 and 140 Hz. The frequency dependence and the receiver depth
dependence will be examined for each site individually. For those sites which
were visited on two days (i.e., the Rubano and deep sites) the individual
measured data TL curves for both days are compared.
A. THE RUBANO SITE

The TL measured on 8 and 9 September 1985 was for both a shallow
source (8 September) and a deep source (9 September). The TL data were
measured at 50 Hz and 140 Hz using a mid depth receiver (15 m) and a deep,
near-bottom receiver (29 m). Table 5 shows the experimental parameters for
the experiment conducted at the Rubano site. Due to the difference in source
depth, it is not possible to intercompare the results obtained on these two

days.
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TABLE 5: MEASURED DATA BASE AT RUBANO SITE

Date SSP Frequency | Source | Receiver | Water
(Hz) depth (m) | depth (m) | depth (m)
8 Sepr. 85 | Mised layer entire depth 50 ] 15and 29 E)
(see Figure §)
110 k] 15 and 29
9 Sept. 85 | Surface mixed layer (0-5 m). 50 23 15 and 29 30
negative profile (10 m)
mixed layer (10-30 m):

(see Figure §)

110 2 15 and 29 |

Figures 11-25 show a comparison of measured TL data with the TL

model estimates for the GEMINI data collected on 8 and 9 September, 1985.

The individual acoustic models are indicated for each figure as well as the

individual parameters of each model run. Table 6 gives a brief summary of

results.

TABLE 6: SUMMARY OF TL RESULTS AT THE RUBANO SITE

Frequency Dependence | +
of TL Data: .
50 Hz vs. 140 Hz

in general_ TL shows lttle frequency dependence.
Inrge (up to 30 dB) TL Buctuations at 140 Hz due to normal mode
interference. More normal modes contributed at 140 Hz

much smaller T1. fluctuations at 50 He due to fewer interfering normal

Receiver Depth .
Dependence of TL Data: | +
15 m vs. 20 m

in general. T showed little receiver depth dependence.
large TL fuctuations (p to 30 dB) at 140 Hz for both shallow and deep
receivers (both deep and shallow source).

large TL fuctuations at 50 iz for shallow receiver (oth duep and

shallow source).
relatively small TL fluctuations at 50 Hz for deep receiver (both deep
and shallow source)

Model Data Comparison | «

AP by far the most accurate in estimating TL and TL fluctuations.
estimates of TL fluctuations at 50 Hz poor. good st 140 Hz.
tes of TL A poor at
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1. Frequency Dependence: Shallow Source, Deep Receiver
Figures 11a and 11b show the measured TL data along with the
model TL estimates for 140 Hz and 50 Hz on 8 September. For a source depth

of 9 m, a large surface decoupling loss was expected at 50 Hz (30 m acoustic

h). However, ining both data sets for TL frequency
dependence, it is clear that there is only slightly less loss at 140 Hz inside of
3000 m. The reason that no surface decoupling loss is observed is not known,
but may be due to the very shallow depth. Surface decoupling loss is observed
at 50 Hz at the deep site as will be discussed in the next section.

There are more TL fluctuations at 140 Hz due to more propagating
normal modes. The TL fluctuations are not modeled well by PE/LFBL as
shown in Figures 12a and 12b. At 50 Hz, FEPE shows virtually no TL
fluctuations (Figure 13b) and a possible explanation for this poor
performance is the shallow water depth (measured in acoustic wavelengths)
at 50 Hz. FEPE may break down as the water depth becomes shallower than
one acoustic wavelength. A range step of M6 and a depth step of N30 were
used as FEPE inputs. At 140 Hz the FEPE model estimate of TL fluctuations
(Figure 13a) correctly shows the approximate number of peaks, but the peaks
are out of phase with the TL data. More importantly, FEPE shows 4 dB to 7
dB more loss, on the average, than the measured TL data and the reason for
this is unknown. Figures 14a and 14b show the GEMINI TL data and SNAP
TL model estimates at 140 Hz and 50 Hz on 8 September. SNAP model TL
estimates show excellent agreement at 140 Hz and good agreement at 50 Hz.

The SNAP estimates of TL fluctuations at 140 Hz show excellent agreement
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but at 50 Hz show approximately 5 dB less loss at TL peaks and the reason

for this difference is unknown.

2. Fr D d Shallow Source, Shallow Receiver
Figures 15, 16, and 17 show TL for the mid-depth receiver and can
be compared to Figures 12, 13, and 14 which show TL for the deep receiver.

At these fr ies the d data are r similar in average

TL considering the very large fluctuations. Generally, the TL data shown in
Figures 11 through 17 have TL values between 55 dB and 65 dB at a range of
2.5 km and 60 dB to 70 dB at 5 km. The TL range slope beyond 2.5 km seems
to be approximately 4 dB to 5 dB per doubling of the range, or slightly
greater than cylindrical spreading. However, it is emphasized again that the
initial spreading loss in typical deep water environments is greater than that
in the GEMINI data, and thus, GEMINI TL at 5 km shows better
propagation than the typical deep water case in spite of the increased bottom
loss. The TL fluctuations are modeled well by SNAP but are not modeled well
by FEPE or PE (Figures 15 through 17). As before, the FEPE TL estimates at
50 Hz show little TL fluctuations and are clearly inconsistent with measured
TL fluctuations in the data.

3. Frequency Dependence: Deep Source, Deep Receiver

Measured and model TL comparisons when both source and

receiver were located near the bottom are shown in Figures 18, 19, and 20.
The average TL is approximately 5 dB better for the deep source than for the
shallow source TL data discussed in the previous two sections and is
probably due to decreased surface decoupling loss at the deep source depth.

Little fi it it is noted when ining the average TL for the
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deep source, but the TL fl ions are signifi ly diffe The TL

fluctuations at 140 Hz are greater in magnitude and frequency of occurrence
than the TL fluctuations at 50 Hz. The greater number of interfering normal
modes at 140 Hz is the cause of this TL fluctuation difference.

The SNAP model shows excellent agreement in modeling TL
fluctuations in the GEMINI data (Figure 20a) at 140 Hz. PE and FEPE show
fair agreement in modeling the average TL at 140 Hz but poor agreement in
modeling the TL fluctuations at 140 Hz (Figure 18a and 19a). FEPE and
SNAP show less loss at 50 Hz than the TL data (Figures 19b and 20b) and
PE shows greater loss than the TL data (Figure 18b). FEPE again shows a
flat TL curve with range that is not characteristic of the data. The reason for
the relatively poor model performance at 50 Hz at this site for the deep
source and receiver is not known but could be very sensitive to near bottom
sediment geoacoustic model errors.

4. Frequency Dependence: Deep Source, Shallow Receiver

Figures 21, 22, and 23 show a comparison of measured and model
TL data on 9 September when the receiver was at mid-depth. Average TL
levels were similar at both frequencies with the 50 Hz TL levels being 1 dB to
2 dB better than the 140 Hz TL levels on the average. The overall TL levels
were similar to the shallow source levels shown in Figures 12 through 17, but
were not as good as the average TL levels shown in Figures 18 through 20.
The SNAP estimates provide good agreement in both TL and TL fluctuations
at both 50 Hz and 140 Hz (Figures 23a and 23b). FEPE shows good
agreement with the TL data at 140 Hz and shows poor agreement with TL

fluctuations in the data (Figure 22a and 22b) at 50 Hz. PE shows more loss
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than the data at 50 Hz (Figure 21b) and less loss than the data at 140 Hz
(Figure 21a).
5. WHOI Narrow-band Modal Inversion Technique

The Woods Hole Oceanographic Institute utilized a narrow-band
perturbation theory inversion technique to generate changes to the initial
geoacoustic model and to estimate the TL fluctuations along the acoustic
path based on the revised geoacoustic model for the GEMINI area (Frisk et
al., 1990). Figures 24 and 25 show measured TL data compared with SNAP
model TL estimates using the geoacoustic model generated by the WHOI
inversion technique (Rajan, 1987). The figures are only given for the
experiment conducted on 9 September 1985 at the Rubano site. The SNAP
model at 140 Hz (Figure 24a) using the WHOI geoacoustic model generated
by the inversion technique estimates lower TL than the data by 3-5 dB.

SNAP, using the initial Hamil ic model, ly predicts the

TL. Over the 5000 m transmission path the SNAP model (WHOI technique)
predicts 23 TL peaks while the SNAP model (initial Hamilton model)
predicted 20 peaks (the same number of TL peaks shown by the data). At 50
Hz (Figure 24b) the SNAP model (WHOI geoacoustic model) estimates are 2-
3 dB less than the measured TL data, on the average. The SNAP (initial
Hamilton geoacoustic model) shows 3-5 dB less loss than the measured TL
data. The TL fluctuations for the measured TL data are modeled reasonably
well by SNAP with the Hamilton geoacoustic model at 140 Hz and poorly at
50 Hz. The TL fluctuations are also modeled poorly by SNAP with the WHOI

geoacoustic model derived from the WHOI inversion technique.



In Figure 25a, both SNAP estimates for average TL show very
good agreement with the measured TL data. Over the 5000 m transmission
path, of the 18 peaks present in the measured data, SNAP (WHOI
geoacoustic model) predicts 23 peaks while SNAP (Hamilton geoacoustic
model) predicts 21 peaks. Both SNAP models show fair agreement in their
predictions of TL peaks in the measured TL data.

At 50 Hz (Figure 25b), SNAP (WHOI geoacoustic model) predicted
average TL 3-5 dB greater (more loss) than the measured TL data. SNAP

(Hamil ic model) dicted 3-5 dB less loss, on the average, than

the measured TL data. SNAP (WHOI geoacoustic model) predicted 13 of the
11 TL peaks present in the data while SNAP (Hamilton model) predicted 15
peaks. Both SNAP models show only fair agreement in their predictions of
the measured TL modal fluctuations. SNAP (with the Hamilton geoacoustic
model) performed equally as well as SNAP with the WHOI geoacoustic
model when considering TL and TL fluctuations. Thus, if one is not allowed
to shift the data or model estimates up or down, left or right, the WHOI
inversion technique does not seem to improve performance with the SNAP
model as it interferes with the Hamilton geoacoustic model currently.

The WHOT inversion technique (Frisk et al., 1990) showed much better
results in their paper than presented above in Figures 24 and 25 not only
because of shifting model TL estimates up/down or left/right but because the
SNAP linear interpolation between discrete sub-bottom geoacoustic layers in
the Hamilton model was changed to a "stairstep” model with no
interpolation. In other words, the SNAP model was changed by WHOI so that

geoacoustic parameters within each layer of the sub-bottom are constant.
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Also, WHOI obtained excellent results by using SAFARI instead of SNAP
(Rajan, private correspondence, 1994).

Since the objective of this analysis is to evaluate SNAP and other
models as they exist, no attempt was made to change any model. The major
weakness in changing model parameters (i.e., the model estimate level, the
shift in range, and the SNAP geoacoustic model interpolation) at one time, is
that it is very difficult to quantify the impact of each parameter separately. It
is highly recommended in future research on shallow water TL that the
source levels remain constant to eliminate the necessity of shifting SNAP TL
model estimates in level, before adjusting the SNAP geoacoustic sub-bottom
interpolation technique.

B. THE DEEP WATER SITE
Data were measured at the deep water site on 10 and 12 September.

The experimental framework remained the same as that used for the Rubano

and 9 m on 12

site. The source depth was 46 m on 10

h sstics di d previousl

The Rubano site i P ly in

Section IT B were used as model inputs at the deep site. Use of the same
Hamilton geoacoustic model was hoped to be possible because the two sites
were only 12 nm apart in a shallow water region previously identified by
Matthews et al. (1985) to be range independent or "geoacoustically benign.”
However, it now has been determined (Null, 1994) that the geoacoustic
conditions were only superficially range independent and the TL results from
the deep and shallow sites clearly show the need to calculate Hamilton
geoacoustic bottom parameters at least every 10 nm. This is not a welcomed

consideration for the Navy's need to establish a useful global geoacoustic



shallow water data base from which accurate TL model estimates can be

made but it appears to be a i This lusion is 1 to the

for high resolution horizontal sampling of sound speed profiles

across an oceanographic front. The TL results from Null's study
demonstrates that Hamilton geoacoustic models can not be used at other
close by locations without a thorough analysis at the new site, even for

distances as small as 12 nm in ly benign ic envi

Despite this new finding, the Hamilton geoacoustic model, as derived for the
Rubano site, was used as model input for the deep water site as no additional
geoacoustic data are available. Table 7 lists experimental parameters for the
deep site.
1.  Frequency Dependence: Deep and Shallow Source

Figures 26 through 31 compare the measured and modeled TL
plots for the deep source (10 September) for both 140 Hz and 50 Hz runs.
Figures 32 through 37 show similar plots except for the shallow source (12
September). These comparisons show that there is a much greater (3 dB to 7
dB) TL loss, on the average, at 50 Hz than at 140 Hz for the shallow (9 m)
source (Figures 32 through 37). This increased loss is most likely due to
surface decoupling (image interference) related to the shallow source. At 50
Hz the acoustic wavelength is approximately 30 m and the 9 m source is well
within one acoustic wavelength of the surface. The deep source/deep receiver
TL plots in Figures 26 through 28 also show significantly more loss at 50 Hz
than at 140 Hz. However, the 50 Hz measured data for the deep source and

receiver are only available out to a range of 2 km and this lack of data is
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TABLE 7: MEASURED DATA BASE AT THE DEEP SITE.

Date SSp Frequency Source Receiver Water
(Hz) depth (m) | depth (m) | depth (m)

10 Sept. 85 | Mixed layer from surface to 50 ) 32 and 61 P
42 m with negative SSP o
bottom,. (see Figure 7) 140 G 32and 61
12 Sept. 85 | 50 9 32 and 61 62
e |
‘ 150 ] 32 and 61

most likely due to the data being lost during the actual experiment or
possibly lost during the initial treatment of the data. As a result, the data
may be of poor quality.

The TL model/data comparison at 50 Hz for the deep source
(Figures 26b, 27b, 28b, 29b, 30b, and 31b) shows poor agreement for all
models at both receiver depths. The models all perform better at 140 Hz for
the deep source and both mid-column and deep receivers (Figures 26a, 27a,

28a, 29a, 30a, and 31a). The fact that all the 50 Hz model estimates show

less loss than the d data indi that the ic model
developed at the Rubano site is overly optimistic in portraying the bottom
loss experienced at the deep site. When the improved geoacoustic model
developed by Null (1994) is used, some slight improvement is noted at 50 Hz
at the deep site for FEPE (compare Figures 38b and 30b) and SNAP
(compare Figures 38b and 31b). Much more improvement in TL model
accuracy was observed at the shallow site discussed in the next section when

the improved Null geoacoustic model was used. The reason why the models
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do not estimate the deep nulls at 50 Hz (Figures 30b, 31b, and 38b) is
unknown at this time.

Figures 32-37 show the measured TL data for the shallow source
compared with the model estimates for both receiver depths and both
frequencies (see Table 7). Again the poor agreement between the TL models
and data at 50 Hz suggests the need for a site specific geoacoustic model. At
140 Hz the TL models show only a slight improvement in estimating average
TL and TL fluctuations. One is lead to believe this discrepancy is related to
imperfect knowledge of the bottom loss parameters as the geoacoustic model
derived for conditions at the Rubano site produced accurate TL results
(especially SNAP) at both frequencies at the Rubano site. That this is the
case may be proved by examining Figure 39b taken from Null (1994) which
shows much improved TL at 50 Hz for the shallow source when the deep site-
specific Hamilton geoacoustic model is used.

The TL data for the shallow receiver (deep and shallow source) at
50 Hz (Figures 29b, 30b, 31b, 35b, 36b, and 37b) show very large TL.
fluctuations. For example, Figure 31b shows the fluctuations at 50 Hz to be
> 20 dB. These fluctuations are due possibly to interfering normal modes in
the deeper water (62 m) at this site. The TL fluctuations at 50 Hz also were
very wide (> 1000 m) in range. The 140 Hz run (Figure 31a) also showed
large (> 20 dB) TL fluctuations with, as expected, more interfering normal
modes than in the 50 Hz case. Differences in the 50 Hz and 140 Hz average
TL was difficult to estimate due to the very large TL fluctuations. In general,
the models did poorly in estimating the large 50 Hz TL fluctuations for the

mid-column receiver even with the improved geoacoustic model (Null, 1994).

56



2. Receiver Depth D d Deep and Shallow Source

Figures 26 through 37 show measured TL curves for both the deep
and shallow receiver depths for both frequencies and source depths (see
Table 7). Little or no difference is noted in the measured data for a shallow
(Figures 29a and 35a) or deep (Figures 26a and 32a) receiver at 140 Hz.
Little or no difference in TL is also observed at 50 Hz (Figures 26b, 29b, 32b,
and 35b) at either receiver depth. This lack of receiver depth dependence is
also reflected in the TL model estimates. Comparing TL model estimates for
both receiver depths (compare Figures 26 and 29, 27 and 30, 28 and 31, 32
and 35, 33 and 36, 34 and 37) shows no evidence of receiver depth
dependence in the models.

3. Summary of Results for the Deep Water Site

The poor agreement between the TL models and data at 50 Hz
suggests the need for a site specific geoacoustic model. This is also true at
140 Hz where the TL models show only a slight improvement in estimating
average TL and TL fluctuations. Source decoupling loss was evident at 50 Hz
for the shallow source (9 m) and this decoupling was most likely due to the
fact that at 50 Hz the acoustic wavelength was approximately 30 m and the 9
m source was well within one acoustic wavelength of the surface.

The lack of a site-specific geoacoustic model at the deep water site
is likely the principle cause of the inaccuracy in estimating TL. When the
improved geoacoustic model developed by Null (1994) was used, slight
improvement was noted at 50 Hz at the deep site for FEPE and SNAP and a
significant improvement was noted at 50 Hz for the shallow receiver for both

deep and shallow source depths.



The geoacoustic model derived for conditions at the Rubano site produced
accurate TL results (especially SNAP) at both frequencies at the Rubano site.
However, its use at the deep site resulted in inaccurate TL estimates at 50
Hz in both average TL and TL fluctuations and also at 140 Hz to a lesser
extent.

The Hamilton geoacoustic model may not be the only factor
causing the inaccuracy in the models. The models performed much better in
predicting TL at the Rubano site when the site-specific geoacoustic model
was used along with isothermal water conditions. The SSP at the Rubano
site showed isothermal water conditions (Figure 6) on 8 September and
nearly isothermal conditions on 9 September (Figure 6). The SSP for 10 and
12 September (Figure 7) were completely different because both days showed
a mixed layer from the surface to approximately 42 m in depth with negative
SSP to the bottom. The SSP was incorporated into the geoacoustic model and
the affect of the variability of the SSP is evident in the model results. The
extent to which either the SSP and the geoacoustic model affects the
propagation path is uncertain. The SSP was most likely range-dependent but
the analysis was conducted using one profile, determined at one location, and
applied to the entire water column.

C. THE SHALLOW WATER SITE

The shallow water site, so called because of it's 21 m water depth, was
visited on 11 September. The source depth for this experiment was 9 m and
the receiver depths were 20 m and 16 m. Figures 40 through 45 show
measured TL plots along with the individual model estimates. There is less

loss (~ 3 dB to 7 dB), on the average, at 140 Hz than at 50 Hz because the
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water depth is much less than one acoustic wavelength at 50 Hz (~ 30 m).
Thus, propagation at 50 Hz is effectively "cut off" (i.e., no propagating normal
modes) by the shallow water wave guide.

The SNAP and PE models show good agreement in estimating the
average TL, at both frequencies, but show only fair agreement in modeling
the TL fluctuations. The FEPE model estimates were especially poor at 140
Hz showing 10 dB to 20 dB more loss, beyond 2.5 km. The SNAP plots show
the best overall agreement with the measured average TL and TL
fluctuations (Figures 42 and 45). However, at 50 Hz the SNAP curves
underestimate the measured loss for ranges greater than 2.5 km. An
improved geoacoustic model is not vet available at the shallow site to
determine if an inaccurate representation of the bottom interaction is the
cause of the SNAP model/data differences beyond 2.5 km.

In general, SNAP performs better at this shallow site than at the deep
site previously discussed, but again the estimates of the TL fluctuations are
poor. Both the 8 Sept. Rubano site and the shallow site had isothermal water
conditions (see Figures 6 and 8). Since the shallow site depth is only 9 m

shallower than the Rubano site and, ing the bottom sedi. y

sequences are similar, it is reasonable to assume that the measured TL data
for both sites should be similar. Thus, SNAP TL estimates are expected to be
accurate at the shallow site.

Figures 46 and 47 show a comparison of the TL curves measured at the
Rubano site on 8 September and at the shallow site on 11 September. It is
clear from these figures that the average TL levels are similar but the TL

fluctuations vary considerably between these two sites. The fact that SNAP
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TL estimates of TL fluctuations are excellent at the Rubano site but poorer at
the shallow site implies that a site-specific Hamilton geoacoustic model is
needed at the shallow site to improve SNAP's performance. The poor
performance of FEPE at 50 Hz at the Rubano and shallow sites, and
improved performance at the deep site, implies that there may be something
fundamentally wrong with FEPE in water depths less than one acoustic
wavelength.

Another possibility for FEPE's poor performance at both the Rubano
and shallow sites at 50 Hz was recently discovered by Null (1994) where his
preliminary geoacoustic model showed a 5 m sedimentary layer as opposed to
a 17 m sedimentary layer as derived at the Rubano site. This appears to
make an enormous difference in both the SNAP and FEPE TL model
estimates as shown in Figure 48. If this is the case, it completely reverses the
poor FEPE performance and good SNAP performance for this shallow water
site. If this preliminary geoacoustic model proves to be accurate, the major
issues change to (a) Why does SNAP show so much less TL loss than the data
at 50 Hz ? and (b) Why don't SNAP and FEPE agree more closely at 50 Hz ?
D. DISCUSSION OF RESULTS

When ing fi d d at the Rubano site, it was found

that little difference was noted in the overall transmission loss plots at 50 Hz
and 140 Hz. More TL fluctuations were present in the measured TL plots at
140 Hz than at 50 Hz as more normal modes were present at 140 Hz to
contribute to the interference pattern. Also, little receiver depth dependence
was noted with the TL being similar for both mid-water column and near

bottom receivers.
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The PE model TL estimates were poor at all frequencies and all

ou iver depth binations. It is believed that this is a result of the

LFBL geoacoustic model which was used to calculate the bottom interaction
in the PE model. The problem evidently resides in the construction of bottom
loss in the LFBL pre-processor (Holland, 1992). Holland has proposed a "fix"
to the problem, consisting of modifying LFBL by using a plane wave model
for bottom loss. The current concept of a point source-point receiver model of
bottom loss, employed by LFBL, is believed to be flawed. The implementation
of the more robust plane wave model will significantly improves PE's poor
performance at low frequency and in shallow water.

FEPE showed virtually no TL fluctuations at 50 Hz at the Rubano site.
At the two shallow water sites the FEPE results were also poor
demonstrating 10 dB to 20 dB more loss than the measured TL data. This is
in contrast to the deep water site where much closer agreement between
FEPE and measured TL occurred. No such problem existed at 140 Hz. This
implies that there may be something fundamentally wrong with FEPE when
used in water depths less than one acoustic wavelength. SNAP was by far the

most accurate in estimating TL and TL f ions when the site-specifi

geoacoustic model was used. This was expected since SNAP, being a normal

mode acoustic propagation model, provides a complete solution to the wave

equation and not an i solution ch istic of both PE and
FEPE.
When the Rubano site-specific Hamilton ic model was used for

the deep water site, a noticeable difference in model estimates was observed

(compare Figures 14a and 28a). As at the Rubano site, little frequency and
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receiver depth dependence were noted. As before, PE performed poorly in
estimating TL and TL fluctuations at all frequencies. In general, FEPE
model estimates were worse than for the Rubano site as were the SNAP
model estimates. This poor agreement between the TL models and the
measured propagation data at 50 Hz, and to a lesser degree at 140 Hz,
suggests the need for a site-specific geoacoustic model. Indeed, a slight
improvement was noted when an improved range-d d

model developed by Null (1994) was incorporated. Another possibility for the

inaccuracy may lie in the variability of the model estimates caused by the
SSP's for the deep site. At both the Rubano site and the shallow site the
water conditions were isothermal. This was not the case at the deep site
where the SSP's showed a mixed layer from the surface to a depth of
approximately 42 m with a slight negative SSP extending to the bottom. No
other SSP observations were made at this site to ascertain whether the SSP
varied along the propagation path. The extent to which the use of a single
SSP or the non site-specific geoacoustic model affects the model results is
uncertain.

A shallow water site was examined where the water depth was 9 m less
than at the Rubano site and the water conditions were the same G.e.,
isothermal). The original assumption of using the initial Hamilton
geoacoustic model, derived for the Rubano site, and extending it to the other
two sites, was that the entire study area was geoacoustically similar. Making
this assumption, it was reasonable to assume that the measured TL at the
Rubano site would resemble that at the shallow site. This appeared to be true

in terms of average TL but the TL fluctuations at the two sites were found to
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vary considerably. The measured data showed less loss at 140 Hz than at 50
Hz because the water depth was much less than one acoustic wavelength at
50 Hz (~30 m). Propagation at 50 Hz was effectively "cut off."
As at the Rubano and deep water sites, PE showed poor agreement in
deling TL and TL fl i at both f In general, FEPE and

SNAP performed better at this shallow site than at the deep site previously
discussed, but estimates of the TL fluctuations were poor. A possible
explanation is that the sedimentary layer at the shallow water site is 5 m
instead of the 17 m sedimentary layer used in the Rubano geoacoustic model
(Null, 1994). Null showed that when using a geoacoustic model with an
initial sedimentary sequence of 5 m rather than 17 m, FEPE performs well in
its prediction of TL and SNAP shows much less loss than the data.

The assumption that the GEMINI area was geoacoustically "benign" or
range-independent implies that the geoacoustic model developed for the
Rubano site could be used for the other two sites with confidence. Since the
models fit the measured data reasonably well for the Rubano site and poorly
for the deep and shallow sites, it is reasonable to believe that this

of a range-ind. d ic environment was

inappropriate. A seismic model of the sub-bottom layers that "look" flat and
range-independent may not be acoustically benign as far as the normal mode

interference patterns are concerned. Future work (Null, 1994) will address

the derivation of the site-specific Hamil ic models for the deep
and shallow sites already discussed. Initial results indicate small changes in
the geoacoustic model inputs can result in large changes in the TL estimates

of SNAP and FEPE. Because the model estimates were far more accurate at
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the Rubano site where a site specific geoacoustic model existed, it is
speculated that the relatively poor performance at the deep water site may be
due to lack of a site specific Hamilton geoacoustic model. In virtually all
cases, the PE model, utilizing the LFBL database for its geoacoustic model,
performed poorly in its estimation of average TL values and TL fluctuations.
The FEPE model was run with a full Hamilton geoacoustic model as input
and was much more accurate than PE in predicting average TL and TL
fluctuations. The normal mode model, SNAP, which also used a full
Hamilton geoacoustic model, was the most accurate in modeling average TL
and TL fluctuations. A major unanswered question is why SNAP and FEPE
do not agree well with one another as anticipated from a recent workshop on
acoustic modeling (Chin-Bing et al., 1992). The answer may be that the
synthetic geoacoustic data used in the workshop did not contain the steep

gradients observed in the measured geoacoustic data from GEMINI.
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Figure 11: Plot of GEMINI data versus isospeed model.
Source depth: 9 m, receiver depth: 29 m, water depth: 30 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 12: Plot of GEMINI data versus PE model. Source
depth: 9 m, receiver depth: 29 m, water depth: 30 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 13: Plot of GEMINI data versus FEPE model.

Source depth: 9 m, receiver depth: 29 m, water depth: 30 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 14: Plot of GEMINI data versus SNAP model.
Source depth: 9 m, receiver depth: 29 m, water depth: 30 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 15: Plot of GEMINI data versus PE model.
Source depth: 9 m, receiver depth: 29 m, water depth: 30 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 16: Plot of GEMINI data versus FEPE model.
Source depth: 9 m, receiver depth: 29 m, water depth: 30 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 17: Plot of GEMINI data versus SNAP model.
Source depth: 9 m, receiver depth: 29 m, water depth: 30 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 18: Plot of GEMINI data versus PE model. Source
depth: 9 m, receiver depth: 29 m, water depth: 30 m, frequency:
140 Hz (a), 50 Hz (b).
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Figure 19: Plot of GEMINI data versus FEPE model.
Source depth: 9 m, receiver depth: 29 m, water depth: 30 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 20: Plot of GEMINI data versus SNAP model.
Source depth: 9 m, receiver depth: 29 m, water depth: 30 m,
frequency: 140 Hz (a), 50 Hz (b).

74






30

£ 50
E]
®
De0f--
ob--{- g
an. i i
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
Range (m)
@
£
He0p---
an i - i i H
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

Range (m)

Figure 21: Plot of GEMINI data versus PE model. Source
depth: 9 m, receiver depth: 29 m, water depth: 30 m, frequency:
140 Hz (a), 50 Hz (b).
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Figure 22: Plot of GEMINI data versus FEPE model.
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Figure 23: Plot of GEMINI data versus SNAP model.
Source depth: 9 m, receiver depth: 29 m, water depth: 30 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 24: Plot of GEMINI data versus SNAP using both
the WHOI geoacoustic model and the Hamilton "point"
geoacoustic model as input. Source depth: 23 m, receiver
depth: 29 m, frequency: 140 Hz (a), 50 Hz (b).
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Figure 26: Plot of GEMINI data versus PE model. Source

depth: 46 m, receiver depth: 61 m, water depth: 62 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 27: Plot of GEMINI data versus FEPE model.
Source depth: 46 m, receiver depth: 61 m, water depth: 62 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 28: Plot of GEMINI data versus SNAP model.

Source depth: 46 m, receiver depth: 61 m, water depth: 62 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 29: Plot of GEMINI data versus PE model.

Source depth: 46 m, receiver depth: 32 m, water depth: 62 m,
frequency: 140 Hz (a), 50 Hz (b).

83






30

40y --
& 50
]
®
D eof{
70p----
80 4 !
1} 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
Range (m)
(@)
o T T T T T T
— GEMINE Data
L e S B
& 50
5
@
B 60
70
80 L . i
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
Range (m)
®)

Figure 30: Plot of GEMINI data versus FEPE model.
Source depth: 46 m, receiver depth: 32 m, water depth: 62 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 31: Plot of GEMINI data versus SNAP model.
Source depth: 46 m, receiver depth: 32 m, water depth: 62 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 32: Plot of GEMINI data versus PE model. Source

depth: 9 m, receiver depth: 61 m, water depth: 62 m, frequency:
140 Hz (a), 50 Hz (b).
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Figure 33: Plot of GEMINI data versus FEPE model.
Source depth: 9 m, receiver depth: 61 m, water depth: 62 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 34: Plot of GEMINI data versus SNAP model.
Source depth: 9 m, receiver depth: 61 m, water depth: 62 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 35: Plot of GEMINI data versus PE model. Source

depth: 9 m, receiver depth: 32 m, water depth: 62 m, frequency:
140 Hz (a), 50 Hz (b).
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Figure 36: Plot of GEMINI data versus FEPE model.
Source depth: 9 m, receiver depth: 32 m, water depth: 62 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 37: Plot of GEMINI data versus SNAP model.
Source depth: 9 m, receiver depth: 32 m, water depth: 62 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 38: Plot of GEMINI data versus SNAP and FEPE
using an improved geoacoustic model (Null, 1994). Source
depth: 46 m, receiver depth: 32 m, frequency: 140 Hz (a),
50 Hz (b).
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Figure 39: Plot of GEMINI data versus SNAP and FEPE
using an improved geoacoustic model (Null, 1994). Source
depth: 9 m, receiver depth: 32 m, frequency: 140 Hz (a),
50 Hz (b).
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Figure 40: Plot of GEMINI data ver:

sus PE model. Source

depth: 9 m, receiver depth: 20 m, water depth: 21 m,

frequency: 140 Hz (a), 50 Hz (b).
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Figure 41: Plot of GEMINI data versus FEPE model.
Source depth: 9 m, receiver depth: 20 m, water depth: 21 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 42: Plot of GEMINI data versus SNAP model.
Source depth: 9 m, receiver depth: 20 m, water depth: 21 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 44: Plot of GEMINI data versus FEPE model.
Source depth: 9 m, receiver depth: 16 m, water depth: 21 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 45: Plot of GEMINI data versus SNAP model.

Source depth: 9 m, receiver depth: 16 m, water depth: 21 m,
frequency: 140 Hz (a), 50 Hz (b).
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Figure 46: Plot of 8 and 11 September measured data.
Source depth: 9 m, bottom receiver, frequency: 140 Hz (a),
50 Hz (b).
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Figure 47: Plot of 8 and 11 September measured data.
Source depth: 9 m, shallow receiver, frequency: 140 Hz (a),
50 Hz (b).
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Figure 48: Plot of GEMINI data versus SNAP and FEPE
using an improved geoacoustic model (Null, 1994). Source
depth: 9 m, shallow receiver, frequency: 140 Hz (a),

50 Hz (b).
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IV. CONCLUSIONS AND RECOMMENDATIONS

The main goal of this thesis was to assess the accuracy of several
propagation models using average TL and TL fluctuations compared with
measured data for several shallow water environments. The models
examined were the Navy standard parabolic equation (PE) model using the
LFBL geoacoustic model, the finite element parabolic equation model (FEPE)
and the SACLANTCEN normal mode acoustic propagation model (SNAP).
Additionally, a comparison of the LFBL geoacoustic model to a Hamilton

"point" ic model was d

d. The comparison was performed at
50 and 140 Hz using data from the Project GEMINI experiment conducted off

the shores of Corpus Christi, Texas. This area was previously identified by

Matthews et al. (1985) to be a range-ind d ically "benign"
environment. The project consisted of five separate experiments conducted at
a shallow site (~20 m), a relatively deep water site (~60 m) and a 30 m deep
site previously studied by Rubano (1980).

The PE model performed poorly in this geoacoustically "benign"
environment and it is recommended that it not be used to model TL in
shallow water. The performance of the FEPE model was better in deeper
water (deep site) and at the Rubano site than it was at the shallow site.
SNAP performed the best overall and shows great potential for modeling
average TL and TL fluctuations in shallow water but only if accurate SSP

and bottom characteristics are incorporated. It is important to note that
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small changes in the geoacoustic model parameters can change the relative
performance of the SNAP and FEPE outputs significantly.

The Navy standard PE model, using the OAML approved geoacoustic
model LFBL, does not model TL accurately in a "benign", range-independent,
well-surveyed area. Hence, one can not expect it to be able to model TL
accurately in a complex, range-dependent, unsurveyed shallow water area.
The development of a normal mode model using a Hamilton geoacoustic
model as input shows the most promise for improved accuracy in the short
term. The results of this study provide strong evidence that site-specific
Hamilton geoacoustic data must be used. Site-specific geoacoustic models are

clearly needed for sites as close as 12 nm from one another, even in a benign,

)

nearly range i tic envi

New algorithms such as the WHOI inverse technique (Rajan, 1987)

must be developed to esti tic when

information, normally obtained from seismic sources, are not available about
the shallow water region of interest. Use of the WHOI inverse technique may
also prove useful in extending Hamilton vertical or point geoacoustic models
horizontally in range between point measurements. Since performing seismic
surveys for all the world's shallow water areas is unrealistic, the WHOI
inversion technique offers great promise in providing good geoacoustic input

parameters for modeling shallow water accurately.
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